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Abstract—Point clouds have been recently used in applications involving real-time capture and rendering of 3D objects. In a point cloud, for practical reasons, each point or voxel is usually associated with one single color along with other attributes. The region-adaptive hierarchical transform (RAHT) coder has been proposed for single-color point clouds. The cloud is usually captured by many cameras and the colors are averaged in some fashion to yield the point color. This approach may not be very realistic since, in real world objects, the reflected light may significantly change with the viewing angle, especially if specular surfaces are present. For that, we are interested in a more complete representation, the plenoptic point cloud, wherein every point has associated colors in all directions. Here, we propose a compression method for such a representation. Instead of encoding a continuous function, since there is only a finite number of cameras, it makes sense to compress as many colors per voxel as cameras, and to leave any intermediary color rendering interpolation to the decoder. Hence, each voxel is associated with a vector of color values, for each color component. We have here developed and evaluated four methods to expand the RAHT coder to encompass the multiple colors case. Experiments with synthetic data helped us to correlate specularity with the compression, since object specularity, at a given point in space, significantly change with the viewing angle, especially if specular surfaces are present. For that, we are interested in a more complete representation, the plenoptic point cloud, wherein every point has associated colors in all directions. Here, we propose a compression method for such a representation. Instead of encoding a continuous function, since there is only a finite number of cameras, it makes sense to compress as many colors per voxel as cameras, and to leave any intermediary color rendering interpolation to the decoder. Hence, each voxel is associated with a vector of color values, for each color component. We have here developed and evaluated four methods to expand the RAHT coder to encompass the multiple colors case. Experiments with synthetic data helped us to correlate specularity with the compression, since object specularity, at a given point in space, directly affects color disparity among the cameras, impacting the coder performance. Simulations were carried out using natural (captured) data and results are presented as rate-distortion curves that show that a combination of Kahunen-Loève transform and RAHT achieves the best performance.

Index Terms—point cloud, plenoptic, compression, image compression.

I. INTRODUCTION

The plenoptic function is the 5-dimensional function representing the intensity or chromaticity of light observed from every position and direction in a 3-dimensional (3D) space [1]:

$$P(x, y, z, \theta, \phi),$$

where \((x, y, z)\) is a point in space, \(\theta\) the azimuth and \(\phi\) the elevation angle. Fixing \((x, y, z)\) we get the set of rays passing through a given point, which is referred to as a pencil. There are several ways to capture a plenoptic function sample. If a conventional camera, for example, represented by a pinhole model, is placed at a given position, it captures the pencil at that position and produces an image. One can add more degrees of freedom by adding more conventional cameras or by using a light-field camera [2]–[4] that also registers the angle at which a ray enters the camera.

We are interested in voxelized point clouds, i.e., the capture space of dimensions \(W \times W \times W\) is divided into \(M^3\) volume elements (voxels), each voxel width being \(W/M\). An \(L\)-level voxel space is one with \(M = 2^L\). Hence, instead of referring to point attributes we refer to voxel attributes.

By processing the information captured by an array of cameras combined with depth maps [5]–[6], or from light-field cameras [7], one can produce a point cloud representing the scene. Point clouds can be used to provide a better representation of the plenoptic function. In such, we define plenoptic voxels where each point (voxel) is seen as a source emitting light in all directions (see Fig. 1).

Fig. 1. A non-plenoptic voxel has no directional color information. We define a plenoptic voxel as one wherein the directional color information is present and can be used to represent a scene in a more realistic way.

The light emitted by a voxel in the cloud is determined by its appearance attribute. Traditionally, the appearance contains only a single RGB color triplet (or YUV) as if the voxel emitted the same color in all directions. A few compression methods were devised for point clouds [8]–[15]. While pioneering works [8], [10] proposed unusual compression methods, octrees [9] have since then been prevalent for geometry coding, i.e., coding the position of the occupied voxels. Octrees were also combined with other techniques to encode dynamic (moving) point clouds [11]. Efficient compression of the color attributes (not the geometry) was proposed using Graph Transforms [12], which was later extended to compress dynamic point clouds [13]. Graph-transform-based coding [12] yields top performance. However, it demands computing eigenvectors of many large matrices, which impacts overall complexity. Such an approach was only surpassed with another similar approach but with a different model, which is based on Gaussian Process Transforms [15]. A more practical lower-complexity approach for color attribute compression was later developed [14] which is based on a region-adaptive hierarchical transform (RAHT) and rivals the more complex methods [12], [15]. All these methods, unlike the present case, assume a single color per voxel.

The concept of a voxel emitting the same color in all directions might not be efficient in many cases, especially with...
specular surfaces where the color of a given point significantly varies according to the view direction (See Fig. 2). The extreme case is a mirror, for which the emitted color is the color of the reflected environment.

Fig. 2. Three viewpoints of the same scene to highlight the color variation according to viewing direction. The colors at same point in the wet floor or the car surface vary when the viewing point changes.

In this work, we associate to each voxel the colors seen by all cameras. Since cameras are placed at different positions, if we know the camera and voxel positions, one can calculate samples of the plenoptic function for each voxel. We refer to this representation as the plenoptic point cloud. For other directions beyond those sampled (captured) we can synthesize the color by interpolation. Nevertheless, view synthesis is out of the scope of this work.

II. Plenoptic Point Clouds

We define a voxelized plenoptic point clouds as a collection of occupied voxels for which we attribute not only geometry, but also color attributes for each voxel as a continuous function in all directions, as depicted in Fig. 1. Such a continuous function can be represented in different ways. We, here, opted for a sampled representation, for which the renderer at the receiver side should interpolate the colors for desired positions in between samples. We also opted to place the samples, not uniformly over a sphere around the voxel, but at the direction of the existing cameras. Since many cameras may be occluded at each voxel, such a representation may lead to a variable number of samples per voxel. In order to deal with that complication, we further opted to interpolate the missing cameras at the capture point, i.e., the number of samples (cameras) per voxel is fixed across all voxels in the point cloud. These three choices are part of the contribution in this paper and we will show that we can make this representation quite efficient.

Our work on compressing plenoptic point clouds is closely related to work on light field compression. Light field compression is an active area of research [16] as well as the subject of ongoing standardization activities in both JPEG and MPEG [17], [18]. In both research and standards activities, the dominant approach to date is compression of the 4D plenoptic function, for which the 5D plenoptic function, such as treated in our paper, is required.

In not-yet-published upcoming work [19]–[21] Zhang et al. present a follow-on to our work from the point of view of using a point cloud codec to compress surface light fields, which are equivalent to our 5D plenoptic function (2). Their approach differs from ours in that, while we directly code $N_e$ transform coefficients of the $N_c$ colors for each point, they instead fit a continuous interpolating function to the $N_c$ colors in the $\theta h$ plane (see next section), and code the coefficients of the basis functions that represent the interpolant in some continuous basis. The difference is primarily in where the responsibility for novel view synthesis lies. In our work, as noted in the Introduction, novel view synthesis lies outside our scope. In contrast, Zhang et al. assume through their choice of basis how to perform view synthesis, which is built into their encoding. Which architecture is better depends on the system requirements including whether an encoding independent of the view synthesis technique is required, complexity considerations at the encoder and decoder, etc. Another upcoming work also presents preliminary variations of the present work [22].

There has also been previous work in compressing surface light fields [23], [24] using transform coefficients to represent and compress the color vector at each point $v_i$; however they do not compress the coefficient vectors spatially across the surface. In contrast, we use RAHT to remove the redundancy between spatially adjacent vectors of coefficients, before coding. We believe that we are the first to propose removing spatial redundancy in this way. In summary, our contribution is based on mentioned options to process a fixed number of samples per voxel at exactly the camera positions, and to transform-code the data in both the spatial and color (camera) domains.

III. Color Vector Transforms

As mentioned, a plenoptic point cloud comprises a list of voxels $\{v_i\}$, each being described by its geometry (location in space) and color (in RGB or YUV color spaces) seen by the $N_e$ cameras, i.e.,

$$v_i = [x_i, y_i, z_i, R^1_i, G^1_i, B^1_i, \ldots, R^{N_e}_i, G^{N_e}_i, B^{N_e}_i].$$

(3)

The color vector $[R^1, G^1, B^1, \ldots, R^{N_e}, G^{N_e}, B^{N_e}]$, is referred as the plenoptic appearance attribute of a voxel. See Fig 1. It usually contains a high level of redundancy that can be exploited for compression. It can be compared to 2D images where neighboring pixels are usually highly redundant, as well. Most compression algorithms for 2D images apply a transform to provide energy compaction in order to enable compression. Hence, we first apply a transform to the plenoptic appearance color vector (one transform for each color component, independently). For each component, it generates $N_c - 1$ high-pass coefficients and one DC coefficient that represents the average color of a voxel. We will describe instantiations of this transformation in the following subsections.
A. \( \theta h \) plane

Let us assume a very small sphere, surrounding a voxel, viewed by several cameras, as illustrated in Fig. 3. Each camera may be observing different colors as the light that the sphere emits may vary with the direction. These cameras are capturing a sample of the plenoptic function at this particular point in space.

![Fig. 3. Cameras viewing the point (voxel) from different directions are mapped onto the \( \theta h \) plane.](image)

The direction of the camera, i.e., a point over the sphere, can be described in spherical coordinates by the angles \(-\pi \leq \theta \leq \pi \) (azimuth or longitude) and \( \pi/2 \leq \varphi \leq \pi/2 \) (polar or latitude). It is often more convenient to represent the sphere surface using a cylindrical equal-area projection, replacing \( \varphi \) with \( h = \sin(\varphi) \). We refer to this as the \( \theta h \) plane, which is illustrated in Fig. 3. It should be appreciated that a better sampling of the plenoptic function may be obtained if the camera views are uniformly spread over the \( \theta h \) plane.

B. RAHT over the \( \theta h \) plane

We generate a two-dimensional map over the \( \theta h \) plane with a projection of the colors as seen in every direction captured by the cameras (Fig. 3). One may divide the camera directions \( (\theta h) \) plane into sub-regions of equal area as depicted in Fig. 4. Each area is a quantized description of the camera direction. We may further divide each sub-region several times until attaining the desired precision. The smaller the sub-region, the more precise the camera position is represented. The number of divisions should be chosen in order to make the position information for two or more cameras not to fall within the same sub-region. In Fig. 4, after dividing the plane, several sub-regions remain unoccupied. This representation is similar to voxelized point clouds in the 3D space. Therefore, we apply RAHT [14] to the colors associated with each camera (sub-region), through a 2D quad-tree decomposition rather than the 3D octree.

![Fig. 4. The color captured by each camera is projected onto the \( \theta h \) plane according to the direction where they see the voxel surface. The plane is then divided in sub-regions. The number of divisions defines the precision in which the camera’s position is represented. The final subdivision is associated with a color or it is empty, if there are no cameras in that position.](image)

The hierarchical transform generates \( N_c - 1 \) high-pass coefficients and one DC coefficient, ordered according to the depth of the quad-tree where they were generated. Deeper coefficients are associated to higher frequencies.

We combine the RAHT over the \( \theta h \) plane with the RAHT over the voxel spatial coordinates \((xyz)\) in two ways:

**RAHT-1** – In RAHT, we start from the leaves and transform attributes all the way to the root (DC value). Once the DC value of the cameras is obtained, we propagate it into the voxel space \((xyz)\) coordinates, i.e., the DC value becomes the color of the voxel, and we follow the rest of RAHT until reaching an overall DC value for all voxels and cameras. The coefficients to be encoded, using the same entropy coding as in [14], are the AC values of the cameras \((\theta h)\) space, the spatial AC values \((xyz)\) space, and the DC value.

**RAHT-2** – When transforming the color samples in the \( \theta h \) plane we end up with \( N_c \) coefficients for each voxel: one DC coefficient and \( N_c - 1 \) AC ones. Unlike the previously described approach, we assume all coefficients to be attributes and all are subject to further processing for encoding. One can view it as if there were \( N_c \) point clouds, where voxel colors are the coefficient values, all sharing the same geometry. Each cloud is then transformed and encoded using the RAHT coder.

C. Transforming the color vector

Let the colors of the \( n \)-th voxel be \( R_i(n), G_i(n) \) and \( B_i(n) \), for \( 1 \leq i \leq N_c \). The colors are transformed into YUV space and let \( C \) represent one of the color components such that

\[
\mathbf{c}(n) = [C_1(n), C_2(n), \ldots, C_{N_c}(n)]^T \tag{4}
\]

represents that color component for a given voxel. If there is a linear transform \( \mathbf{H} \) such that
\[ s(n) = [S_1(n), S_2(n), \ldots, S_{N_c}(n)]^T = H \ c(n), \] (5)

then each transformed signal \( S(n) \) can be viewed as an attribute of a point cloud to be transformed and encoded. For a trichromatic color space such as YUV, there would be \( 3N_c \) data sets (point clouds) to undergo the RAHT transforming and encoding procedures, all sharing the same geometry.

In this approach, our preferred transform is the Kahunen-Loève transform (KLT). Briefly, we first compute the mean of the \( C \) samples, per camera, per color component, i.e.,

\[ \mu_c^i = \frac{1}{N} \sum_{n=1}^{N} C_i(n) \] (6)

We then, remove the mean and compute the \( N_c \times N_c \) covariance matrix \( \Gamma = \{ \Gamma(i,j), 1 \leq i,j \leq N_c \} \) among the camera signals \( \{C_i(n)\} \). Hence,

\[ \Gamma(i,j) = \frac{1}{N-1} \sum_{n=1}^{N} (C_i(n) - \mu_c^i)(C_j(n) - \mu_c^j). \] (7)

We compute eigenvectors and eigenvalues of \( \Gamma \) through the singular value decomposition as \( \Gamma = H \Lambda H^T \), where \( H \) contains the eigenvectors of \( \Gamma \) as its columns and \( \Lambda \) is a diagonal matrix with the eigenvalues of \( \Gamma \). \( H \) is the KLT of the camera vector signal and is used to transform each \( c(n) \).

As a side information, it is necessary to send the covariance matrix \( \Gamma \) to the decoder, so that it can properly calculate its inverse. Such information is sent in the file header using 32 bits floating point numbers. As the covariance matrix is symmetrical, it is only necessary to send \( N_c(N_c+1)/2 \) elements for each color component, instead of \( N_c^2 \). The overhead for a level-10 point cloud with 1.5 million occupied voxels operating at 0.1 bits/voxel/camera, for 12 cameras, takes less than 0.15% of the total bit-rate and is not a burden for the compression. We refer to this method as RAHT-KLT.

RAHT-KLT has a few disadvantages. Firstly, it would only work if we interpolate the cameras to force the number of color samples \( N_c \) to be constant, which is clearly wasteful. Secondly, we need to compute statistics and perform matrix inversions. We were unable to model a set of covariance coefficients that would work across many point clouds as a reference to replace the true KLT. This is caused by a few factors, such as uneven camera displacement, reduced availability of view-dependent point cloud data sets, statistical disparities among specular and diffuse regions. A discrete cosine transform (DCT) has been successfully used to replace the KLT in regular 2D image compression. However, in 3D there is no predefined concept of sequencing among the cameras and there are many possible permutations of the cameras in building vector \( c \). It is desirable that the amplitudes may not abruptly vary from one sample to its neighbor. This may be a problem if the cameras are randomly ordered. Therefore, for every voxel, its plenoptic appearance attributes are ordered according to the direction of the camera relative to the voxel, in a spiral manner, starting from the bottom, as depicted in Fig. 5, which amounts to left-right-top-down scanning of the \( \theta h \) plane. Hence, we can select \( H \) as the \( N_c \times N_c \) DCT and we refer to this method as RAHT-DCT.

\[ \text{IV. SPECULARITY AND TRANSFORM PERFORMANCE} \]

To test the effectiveness of our algorithm for different object reflectivity, we carried tests with synthetic point clouds where we could control the specularity. The synthetic point clouds were created using widely known 3D models (as in Fig. 6) and adjusted reflection characteristics.

We took 10 frames from 10 omnidirectional videos available at Youtube®. See Table I. The 3D models were voxelized using a depth of 9 and, thus, are contained in a box of size \( 512 \times 512 \times 512 \) voxels. The \( \theta h \) plane was voxelized with a depth of 6 for the quad-tree. The omnidirectional images are projected within a sphere, centered around the object, with a radius of \( 5 \times 512 \). 20 cameras are uniformly distributed around the object at a radius of \( 2 \times 512 \). Fig. 7 is an out of scale representation of the setup used to synthesize the data.

We adopted Phong’s shading model [25] to compute the light reflected by each voxel in the directions observed by each of the 20 cameras. It has four parameters: the diffuse reflection constant \( k_d \) (ratio of light reflected in all directions); the specular reflection constant \( k_s \) (ratio of light emitted in the direction that a perfectly reflected ray would take) that we chose to be equal to \( 1 - k_d \); the ambient reflection constant...
Fig. 7. Synthetic data. A 3D object model is placed inside a sphere that acts as a light source. 20 observers (cameras) are uniformly placed around the object.

TABLE I
Spherical Images.

<table>
<thead>
<tr>
<th>#</th>
<th>Video</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Wild Dolphins</td>
</tr>
<tr>
<td>2</td>
<td>Maldives</td>
</tr>
<tr>
<td>3</td>
<td>The Eye Of The Tiger</td>
</tr>
<tr>
<td>4</td>
<td>Underwater National Park</td>
</tr>
<tr>
<td>5</td>
<td>Fifty Shades Darker</td>
</tr>
<tr>
<td>6</td>
<td>NASA Encapsulation Launch of OSIRIS REx</td>
</tr>
<tr>
<td>7</td>
<td>Peru Presenta Cusco en Realidad Virtual</td>
</tr>
<tr>
<td>8</td>
<td>Clash of Clans Hog Rider</td>
</tr>
<tr>
<td>9</td>
<td>Angel Falls Venezuela</td>
</tr>
<tr>
<td>10</td>
<td>Hawaii The Pace of Formation</td>
</tr>
</tbody>
</table>

that we chose to be zero; and the shininess constant, which is larger for surfaces that are smoother and more specular.

To evaluate the performance we fixed the rate at 0.2 bits/voxel/camera (in this work, we always mean bits per occupied voxel to describe bit-rates) and we computed the average peak signal-to-noise ratio (PSNR) between original and reconstructed attributes (colors), for a fixed set of reflection constants while varying the 3D model and spherical image. The diffuse reflection constant was varied between 0 and 1 while the shininess constant was assumed values of 5, 10, 50 and 800.

In objects that are more specular than diffuse, the light reflected from a voxel can highly vary according to the viewing angle, thus reducing correlation and the overall compression. This can be seen in Fig. 8 where the PSNR of the decompressed image is higher for higher values of the diffuse reflection constant. The shininess constant also influences the performance as low values are associated with rough surfaces, while high values are associated with smooth ones. Rough surfaces tend to randomly deflect the direction of the reflected rays, producing more correlated appearance attributes. As shown in Fig. 8, the higher the shininess constant, the lower the PSNR of the decompressed image for the same bit rate.

V. Simulation Results

Fig. 9 compares the performance among the methods for a fixed bit-rate (0.2 bits/voxel/camera), but varying the appearance constants. In order to facilitate the comparison, the PSNR numbers are given relative to the performance of the RAHT-KLT method and the PSNR was computed by computing the errors over the RGB values. When the diffuse reflection constant is below 0.6, RAHT-2 has a performance close to RAHT-KLT presenting a distortion at most 0.5dB below that of RAHT-KLT. However, the performance of RAHT-2 quickly worsens compared with RAHT-KLT as \( \theta_d \) approaches 1.

The synthetic dataset is very helpful to study the behavior of view-dependent and plenoptic representation, but it is not representative for our target of realistic scenes. For that, we also carried tests on 6 realistic real-time-captured images. They were captured with 12 or 13 cameras and around 3 million points. See Table II and Fig. 10. These images were voxelized using 11 bits of spatial resolution (octree with a depth level \( L = 11 \)), resulting in around 2 million voxels. The \( \theta_h \) plane was created with a depth of 6 for the quad-tree. The colors are represented in the RGB space and transformed into YUV space for compression. In our experiment, the quantization step was exponentially varied from 1.3 to 300 and we used the RAHT-based coder with the modified entropy coding described in [26]. The results in terms of rate-distortion (RD) curves are shown in Figs. 11–16. The PSNR (PSNR_Y) is evaluated for the Y channel. Average gains in PSNR and savings in bit-rate are given in Tables III and IV for all point clouds, color channels and methods. The reference is the independent RAHT compression of each camera view and we used the popular average-difference metric used in video coding standards [27]. The measurements (differences in rate or PSNR) for the
YUV color channels were taken as averages over all camera viewpoints and most bit-rates.

The RAHT-KLT has been shown to provide the best performance among all methods. This is expected since its transform is adapted to the data statistics, encompassing all degrees of specularity and diffuseness found for each point cloud.

The results using the real point clouds show that the methods can be ordered, from best to worst, as: RAHT-KLT, RAHT-DCT, RAHT-2 and RAHT-1. With synthetic data this is observed when $0.9 < k_d < 0.95$, which indicates that the objects in the real scenes are more diffuse than specular, but not Lambertian.

**VI. CONCLUSION**

Objects with higher specularity may be less accurately represented by traditional single-color point clouds that are often used in real-time 3D capture and rendering. We extended the representation to encompass multiple-color voxels, which are samples of the plenoptic function for each voxel, thus referring to them as plenoptic point clouds. We have developed and tested four methods to extend the RAHT coder to compress
plenoptic point clouds. RAHT-based coder is an excellent candidate for compression because of its simplicity of implementation allied with competitive rate-distortion performance. Two of the proposed approaches extend the RAHT over the sphere representing the plenoptic function (RAHT-1 and RAHT-2), while two other approaches involve the combination of RAHT with 1D transforms over the cameras color vector (RAHT-KLT and RAHT-DCT). Among all four proposed methods, RAHT-KLT presents the best overall performance, even when the objects in the scene varies from completely specular to plainly diffuse.

As future work, much is still to be done for improving the coder, specially with regards to entropy coding and in trying to identify regions of higher specularity.
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### TABLE IV  
AVERAGE BITRATE SAVINGS (NEGATIVE INCREASE) COMPARED TO INDEPENDENT USE OF RAHT.

<table>
<thead>
<tr>
<th>Point Cloud</th>
<th>RAHT-KLT</th>
<th>RAHT-DCT</th>
<th>RAHT-2</th>
<th>RAHT-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boxer</td>
<td>-75.58%</td>
<td>-70.91%</td>
<td>-66.74%</td>
<td>50.40%</td>
</tr>
<tr>
<td>V</td>
<td>-75.75%</td>
<td>-71.41%</td>
<td>-64.81%</td>
<td>43.60%</td>
</tr>
<tr>
<td>Longdress</td>
<td>-89.32%</td>
<td>-89.66%</td>
<td>-83.45%</td>
<td>-83.79%</td>
</tr>
<tr>
<td>V</td>
<td>-91.73%</td>
<td>-91.60%</td>
<td>-84.44%</td>
<td>-89.98%</td>
</tr>
<tr>
<td>LooT</td>
<td>-68.31%</td>
<td>-65.10%</td>
<td>-57.96%</td>
<td>2.40%</td>
</tr>
<tr>
<td>V</td>
<td>-75.19%</td>
<td>-72.59%</td>
<td>-64.29%</td>
<td>20.52%</td>
</tr>
<tr>
<td>V</td>
<td>-75.99%</td>
<td>-72.91%</td>
<td>-64.68%</td>
<td>14.73%</td>
</tr>
<tr>
<td>Redandblack</td>
<td>-89.28%</td>
<td>-88.54%</td>
<td>-81.43%</td>
<td>-75.30%</td>
</tr>
<tr>
<td>V</td>
<td>-89.89%</td>
<td>-89.40%</td>
<td>-82.03%</td>
<td>-79.53%</td>
</tr>
<tr>
<td>Soldier</td>
<td>-76.53%</td>
<td>-73.67%</td>
<td>-68.79%</td>
<td>-35.38%</td>
</tr>
<tr>
<td>V</td>
<td>-82.67%</td>
<td>-81.11%</td>
<td>-74.36%</td>
<td>-45.46%</td>
</tr>
<tr>
<td>V</td>
<td>-83.15%</td>
<td>-81.71%</td>
<td>-74.91%</td>
<td>-52.22%</td>
</tr>
<tr>
<td>Thaidancer</td>
<td>-86.18%</td>
<td>-86.57%</td>
<td>-84.15%</td>
<td>-68.13%</td>
</tr>
<tr>
<td>V</td>
<td>-89.77%</td>
<td>-88.84%</td>
<td>-82.12%</td>
<td>-82.33%</td>
</tr>
<tr>
<td>V</td>
<td>-89.76%</td>
<td>-88.86%</td>
<td>-81.91%</td>
<td>-81.57%</td>
</tr>
</tbody>
</table>
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