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Processing JPEG-Compressed
Images and Documents

Ricardo L. de QueirozMember, |IEEE

Abstract—As the Joint Photographic Experts Group (JPEG) baseline JPEG, although several results may also apply to other

has become an international standard for image compression, modes of operation. We employ the tedREGto designate
we present techniques that allow the processing of an image in baseline JPEG. unless otherwise stated

the “JPEG-compressed” domain. The goal is to reduce memory S ) - ) .
requirements while increasing speed by avoiding decompression The objective O_f this paper is to present teChn'queS that
and space domain operations. In each case, an effort is made to@llow the processing of JPEG-compressed data without de-

implement the minimum number of JPEG basic operations. Tech- compressing it, i.e., operations are performed in the “JPEG-
niques are presented for scaling, previewing, rotating, mirror- compressed” domain. The meaning of “JPEG-compressed”
ing, cropping, recompressing, and segmenting JPEG-compressedy,main also deserves some clarification. JPEG compression
data. While most of the results apply to any image, we focus on . . . ; .
scanned documents as our primary image source. is performed by a series _of ope_ratlons. transform, qua_ntl—
zation, zigzag scanning, differential pulse code modulation
(DPCM), and entropy coding. Decompression is accomplished
by performing inverse steps in an inverse order. We assume
I. INTRODUCTION the data is only available in compressed format. Therefore,

INCE images were brought to the desktop by more po the first operatlpns to .be applied to the_ data are part of

. . he decompression routine, and an effort is made to perform

rful computer hardware, image compression has become . . :

. : .—as few operations as possible. In some cases, only partial

a popular necessity. The resolution of scanners, monitors L Lo

. . : eritropy decoding is needed, while in others we use most of the

and printers has steeply increased in the past few yeats, ": . )

. N . . ata in transform domain. So, most operations whose outputs

outpacing the decline in memory prices. We are particular ! : ]

S . X - : re also JPEG-compressed images use the following steps:

concerned with images manipulated in the printing business, .. ) . X

L . . rtial block decompression, fast processing, partial block
which involves the scanning and printing of documents a

pictures. A typical scan of an 8.5 11 inches page at 600 COMPression. Each operat_lon deS(_:r!bed |n.th|s paper can be
. . ’ alternatively implemented in the trivial way: decompressing,
pixels/in (ppi) generates roughly 30 MB of data per color : . . L
?ocessmg, and recompressing the image. The motivation for

separation (assuming one byte per color component per pixg . . ; : .
peessing compressed images is because it saves memory

The same gmount of dat"% .may.be necessary to print a .@nd/or improves speed. Other authors have also addressed the
page at a high addressability printer at the same resolutl?n

. . . . Topic of processing/analyzing JPEG compressed data. See, for
From this example, we can appreciate the potential savin . : .
. : : ample, [3]-[7] for further results in this topic.
that might be provided by compression.

. . . _Section Il gives an overview of JPEG. Section Il presents
Typical lossless (or reversible) coders can barely attain at : . o
a technique to very quickly extract a preview image from the

compression ratio of .2 -1 for ”.‘03‘ Images. Thus, users OﬂﬁBEG data and to scale the image size. Section IV introduces
cope with lossy algorithms, which tend to slowly degrade tf}

) L . Re concept of “cost maps” and show how they can be used
image quality in exchange for more aggressive compression

ratios. The recommendation ISO DIS 10918-1 known as JP % cropping an image and to ease the processing in the

Joint Photographic Experts Group (JPEG) has become compressed domain. Rotation, transposition, mirroring, etc. are

; . : A §8cussed in Section V. Image segmentation is discussed in
international standard for lossy compression of still IMAagES, .rion VI where we use a technique based on the cost maps.

Although there are more effective (and complex) compressi ection VIl is concerned with recompression of the already

methods, the recent decline in memory prices makes the

JPEG trade-off (complexity versus compression) an ide%?mpressed data. We discuss some techniques and suggest

candidate for storage format. A comprehensive discussion”(])jlprovements and shortcuts. Finally, the concluding remarks

the standard, along with the recommendation text itself, cAF presented in Section Vill.

be found in [1]. JPEG has several modes of operation. For
AT II. JPEG O/ERVIEW
simplicity we concentrate on the most popular mode, known as
As discussed, JPEG is implemented through a sequence of
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Fig. 1. JPEG basic operations.
are performed as
Y, Y MCU ‘Mcu i
. ‘ v Y = DsXDI X =DIYDs. )
i 0
Y, | Y, | Cr [ Ch = The DCT matrices are highly structured and have fast imple-

mentation algorithms [2].

Fig. 2. Grouping blocks in an MCU for typical luminance-chrominace data, The quantization step involves simple unbounded uniform
and for a monochrome image. quantizers. Each of the 64 transformed coefficiefts) in

a block is applied to a uniform quantizer with step sigg

DC ) generating a quantized numbegy. Quantization and inverse
\ J —> guantization in JPEG are defined as
- cij =roundyi;/qi;)  Uij = CijQij- 3)

The step sizes are stored in a table that is transmitted along
with the compressed datéExample (default) tables for lumi-
nance and chrominance are given in the JPEG draft.

The two-dimensional (2-D) array;; is converted into a

‘N
N

/ d one-dimensional (1-D) vectarz(n) through zigzag scanning,
V which organizes the data into a vector following the path
shown in Fig. 3. The DC compone(ity) is the first element
> of the vector and is replaced by the difference between itself

and the DC component of the previous bldclkand this
difference is represented #x(0). The inverse operations are
performed at the decoder side (from(n) to ¢;;).
padded (perhaps with zeroes) until fitting the desired size. TheThis resulting vector is lossless encoded using a combina-
real image size is conveyed in the header so that the decodlen of run-length coding (RLC) and variable-length coding
can appropriately crop the resulting image. If the image h&éLC). Both the DC and the AC coefficients are divided into
a number of color separations, it is frequently converted tocategory, offset, and sign. Let the number be represented in
luminance/chrominance/chrominance color space [1] suchmggnitude and sign so that its magnitude is represented as a
YCrCb, YUV, CIELab, etc., and the chrominance signals akinary string of fixed length. For example: 00...001XXXXX.
commonly downsampled by a factor of two in each directiod.here are a number of zeros before the first nonzero bit
A typical MCU is illustrated in Fig. 2, containing four blocksfollowed by a number of bits that can be either zero or one.
from the luminance separation and one block from each Bhe order of the last nonzero digit (from right to left) is the
the chrominance separations. If the image is monochrome, @igegory of the number (SSSS), which in the example is 6.
MCU has a single block. For simplicity, assume that an MCWhere are, thus, SSSS-1 offset bits to completely characterize
contains just one block so that we can ignore MCU in thige magnitude given the category. If the number is 0, we define
discussion, since grouping blocks does not affect the resu#$SS = 0. »z(0) is encoded by sending a variable length
in this paper. code representing SSSS [1], followed by one bit for sign (1
The basic building blocks for JPEG compression are showfnpositive), and, SSSS-1 bits for the offset. 3555 = 1,
in Fig. 1. The block is transformed using the discrete cosiméfset is not sent, and $SSS = 0, the sign is not sent either.
transform (DCT) [1], [2]. The DCT of ar\/-point sequence The remaining 63 elements af(n) are encoded through a

Fig. 3. Zigzag scanning order for an>8 8 block.

is defined by theM x M matrix D»; whose entries are combination of theun of zero-valued elements before the first
nonzero elemenfRRRR) and of the element itself. Again,

2 (2] + 1)in the coefficient is broken apart into sign, category and offset.

d = \/;kz <T) (1) RRRR and SSSS are combined into one 8-b symbol. If the

run is larger than 16, a special symbol is used (ZRL). The AC

whereko = 1 and k; = 1/\/5' for1 <i< M — 1. Let the In case multiples images are transmitted, there is a provision to transmit

. - all the tables upfront [1].
block of 8 x 8 plxels be denoted b}(, while the transformed 2JPEG defines variants for multiple-blocks MCU and when using restart

block is denoted byY. The separable transform and its inversearkers [1].
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Fig. 4. Processing a compressed buffer. The goal is to perform as few JPEG operations as possible before and after the processing stage.

Kids in a contone image

Girl in a halftone image

n=0

This is text on tint!There's text on plain background right beiow.

Direct manipulation of JPEG-compressed images is tough!! The concept of |
havlng image units of vvaaaaarriiiabbllllleeee length makes it more difficult
‘to address i-n-d-i-v-i-d-u-a-| sections of the document. | didn't expect
~anyone would really read this paragraph. Since you came that far, | might
type some text that makes sense: this document will be printed at 600 dpi
“and scanned at 400 ppi. Images will be pasted electronically. (12pt)

Fig. 5. Test image after compression at a ratio of 10.7: 1.

coefficients are encoded by sending the variable length cdd&T). Each symbol has 8 b, and each codeword might use
representing the RRRR/SSSS symbol followed by one sign hitything between one and 16 bits. So, the encoder may use an
(1 if positive), and by SSSS-1 offset bits. If all coefficients arap-to-256-entry LUT containing the codeword and its length,
zero until the end of the vector an EOB symbol is encodethile the decoder might use a 64K-entry LUT containing the
instead. Both EOB and ZRL symbols are encoded using tHecoded symbol and the codeword length. At the decoder, the
same table as RRRR/SSSS. The decoder decodes symbeigyth information may be used to shift a 16-b register after
reads signs and offsets, and reconstructs the vector. the symbol is decoded and to make it ready for the next input
Definitions of VLC tables are beyond the scope of this palata. In between symbols, of course, one may extract offset
per. However, JPEG specifies example (default) tables and adsal sign bits from the register and shift it appropriately.
provides algorithms for image specific table optimization. As The goal of this paper is not to compress an image but to
with the quantizer tables, VLC table information is providedperate on an already compressed buffer. Fig. 4 illustrates the
to the decoder. A preferred way to encode and decode tm®cess, where the compressed data is (partially) decompressed
(RRRR/SSSS or SSSS) symbols is by using a look-up taldled processed. The result is, then, recompressed into an



1664 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 7, NO. 12, DECEMBER 1998

DC

Kids in a contone image

-~

| Y=Y,

This is text on tint!There's text on plain background right below.

Fig. 6. Subblock ofm x n DCT coefficients(m = 3,n = 6). Direct manipulation of JPEG-compressed images is tough!! The concept of
having image units of vwaaaaarriiabblillleeee length makes it more difficult
o address in-d-iv-i-d-.u-a-l sections of the document. | didn't expect
- . read this h. Since came that far, | mi
output buffer. In the figure, there are several options f :;'P,",'m"“":&':h':?mm ol st oo b b mﬁ

where to place ashortcut processing stage and bypass th |and scanned at 400 ppi. images will be pasted electronically. {12p4)
remaining JPEG operations. An attempt is made to impleme
the minimum number of JPEG stages.

Throughout the paper we use a test document which w
compressed using JPEG’s default luminance quantizer ta
scaled by 1.25 achieving a compression ratio of 10.7:1. T g4 in a contone image
decompressed test image is shown in Fig. 5. It contains regic
with halftones, text and continuous tone (contone) images. T
image was originally obtained by scanning a document at 4
ppi and pasting images electronically, before compression. T
image resolution is 2424 2824 pixels.

Girl in a halftone image

Ill. PREVIEWING AND RESIZING

Decimation and interpolation can be performed in the DC

domain [2]. Given that the DCT is a filterbank [8], one ' : '

can borrow the filtering characteristics of the basis functior Fikiaisatalb LR U

(filters) and perform filtering by simply discarding subbands ¢ ' pirect manipulation of JPEG-compressed images is tough!! The concept of
i i i i i i having image units of vvaaaaarriiiabblllileeee length makes it more difficult

paddlr!g zeros. By Welghtmg co_efﬁmeqts m_ the [_)CT .doma" to address i-n-d-i-v-i-d-u-a- sections of the document. | didn't expect

one will not get an equivalent linear time-invarying filter. Ir ' anyone would really read this paragraph. Since you came that far, | might

; : H ; i~ H H type some text that makes sense: this document will be printed at 600 dpi
fact, the effective filter is a linear periodically time-varying Jid'scanned at 400 ppi. Images will be pasted electronically. (12pt)

(LPTV) system [8]. A discussion on the resulting LPTYV filter
and its efficacy for image downsampling can be found in [9;.
By simply discarding or adding zero subbands one might gé¢. 7. Preview images extracted from the compressed bitstream for
adequate and fast results using the DCT [9]-[13]. m =n =1(DConly) andm = n = 2.

Suppose one has a compressed buffer and wants to quickly
extract a downsampled image for previewing purposes. StaMben one scans a document at 300 ppi, compresses it, and
ing with the 8 x 8 blocks inherent of JPEG, the inversgvants to preview the image in a typical 75 ppi monitor. In
transform is given by (2). Let us denote the lower-frequendfis case,
m x n coefficients ofY by Y,,«,, as in the example in Fig. 6, {3700 3701} 1 {1 1 } |:y00 y01:| {1 1 } ®)

Ty T 8 Y0 Y11

good preview approximation for an imageray8 x n/8 times 1 [1 1 } [zz’(O)qoo zz(l)qm} [1 1 }

the original resolution can be obtained by extracting a block =35l1 -1 22(Dqo 22 @aqu | [T —1

i.e., Y,,x» containsy;; for 0 <i < m and0 < j < n. A |1 —1 1 -1

of m x n pixels (X,,x») for every JPEG block. This can be

: : (6)
accomplished as:
S where z2/(0) is the quantized DC coefficient (DPCM de-
X = m”Dlemann, (4) coded). Note that the above method just requires four integer

8 multiplications, eight additions, plus scaling. The scaling by
In other words, we perform a scaled inveraex n DCT over a power of two of an integer can be done by binary shift.
Y,.xn. TWO cases of interestare =n = 1 andm =n =2. Note that everzz(n) can be calculated faster because only
The first is the trivial case of extracting the DC componetthe relevant samples are to be decoded. After the last relevant
(co0 * goo), €nough said. The second one, occurs for exampample has been assigned, one may skip the rest of the block by
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o : | )
Comp. Partial Decoding "{ Scaled IDCT ,—' Preview
data | data

i r I [Compressor: |
Comp. Previewj > Form blocksj' *"l DCTpQuunt. cte. T ” Comp.
data ‘ [ : " data

Fig. 8. Block diagram for resizing and previewing.

decoding the RRRR/SSSS symbols and shifting out the ne
SSSS samples (without bothering with the reconstruction d
the coefficient amplitude and sign). Preview images extracte
from the compressed data are shown in Fig. 7. el i
Other values ofm and n apply as well and there is a IS ntitin of JREE amnmmened beugos B Seepl Ve s
fast DCT implementation for virtually any size. Noninteger BlE e e T b i e K
relations can be used and, for this, one might start with th
closest values ofn, n and resize the decompressed image. A
least it saves the computation of the full inverse DCT.
For upsampling the image, a block is formed as

Y Osxn—s
0nl—8><8 Orn—SXn—S

Fig. 9. ECM of the test image.

Yoxn = (7)
and the inverse transform is performed as in (4), i.e. an invers®pping, segmentation, rotation, etc. Thus, ECM provides
m X n DCT. addressability for the compressed data.

Now, suppose one wants to resize the image and recompresSecond, the ECM conveys information pertaining to the
it in a different size. Regrettably, there is no easy way to daxctivity of a block. Because of JPEG’s compression strategy,
it for a general scaling factor. This is because once the imagmooth areas generate low ECM entries, while edges generate
is recompressed, the block size is dictated by JPEG as havitigh ECM entries. Using the ECM we take advantage of the
8 x 8 samples. By resizing the input blocks, we are forced t"EG computation for modeling edges and such by only mea-
gather pixels from a plurality of input blocks to form a singlesuring the degree of success or failure to compress a particular
8 x 8 output block. The first step is basically the previewinglock. Thus, the ECM provides edge activity information.
process as shown in Fig. 8. The resulting samples are groupetvhile those two key properties will be used in this paper, a
into 8 x 8 blocks further applying the basic JPEG compressianore complete discussion of ECM’s properties can be found
steps. In this case, savings only come from the previewiiry [20].
process replacing the 8 8 inverse DCT. Simplifications are
obtained ifrn or n are both multiples of 8 or are either 1, 2, \/. SIDE INFORMATION AND EDITING
or 4. In this case, the original block is scaled into an integer

. n some cases, it might be advantageous to store side-
number of new blocks, or several original blocks are scaled an : : .
. . information along with the compressed data, comprising the
grouped to form a single new block. These constraints larg

L . . M and auxiliary data. The amount of side-information is
simplify the process of forming new blocks (Fig. 8) but do nOvariable and may depend on the compression rate and on the

affect the other operations (previewing and compression). desired browsing speed. For moderate compression ratios (say
12:1), the side information can be placed into JBE@Ghout
significantly increasing the file size (compression ratio would
The cost in an encoding process is defined as the numbeop to about 10: 1). This is a small price paid to allow image
of bits required to encode a particular symbol or collectiomanipulation in the compressed domain. The alternative is
of symbols. In the JPEG context, we focus on the cost td derive the side information at the decompression side by
encoding one block. An encoding cost map (ECM) can kspending computation time. One example of side information
formed where each entry in the map is related to the costfof this purpose is: 1) the ECM encoded using any simple
each associated block in the document. The ECM is one kieymat! 2) the sum of the entries of the ECM in each row,
feature in processing compressed images and will be usedeircoded using any simple format; 3) a decimated DC map, i.e.,
the next sections. By organizing ECM entries as pixels of anmap with/N DC coefficients per row of blocks. IN = 0
image, the ECM corresponding to the test image is showntime decimated DC map is not stored at all. Each row of blocks
Fig. 9. The ECM has two basic properties. is segmented intaV sections and each entry in the map is
First, the most important obstacle to perform any fashe DC coefficient of the leftmost block of each section. The
processing over JPEG-compressed data resides on the factdieatmated DC map can be encoded using any simple format.
one cannot determine where, in the compressed data streAmjllustration of this side information is given in Fig. 10.
a block begins before_decoding the preceding bitstream. IEFor example, using a comment or application field [1].
we could store or derive the ECM, we would be able to 4ECM may include byte stuffing [1] or the data can be considered prefiltered
easily address individual blocks, enabling operations such tagemove stuffed bytes;

IV. THE ENCODING COST MAP
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Given the ECM and the sum of each row of it, one can easily—————: = s-wmore
seek any block in the compressed data. Actually, one can easily- ‘
crop a region of the image. In Fig. 10, the sum of entries of ===
the ECM in a row(RL[¢]) gives the total number of bits used :
to encode each block row and the ECM entti#3M[<, j] give | !
the amount of bits used to encode each block. The DC map : A
entry for rowi and sectiork is denoted byDC[4, k]. Assume < RLLT -
one wants to crop the region comprising blotiscHq, j] for i\
TOP < ¢ < BOTTOM LEFT < ¢ < RIGHT. Let the LEFT “DCi0] DOl <= ECMIij]—>
block of each row belong to sectionand theRIGHT block ‘
belong to sectiord. Set Dy, = 0.
To crop a region and place it into a buffer, we can use .-
the following steps: SkipTOP rows (row 0 trough row
TOP — 1). Perform the following steps for = TOP through Fig. 10. lllustration of the compressed bitstream and its relation to the ECM
1 = BOTTOM Skip all blocks in row: until getting to the and DC map entries. The ECM entBCM][i, j] tells the size in bits of the
first block of sectionk. Let D = DC[i, &]. For each block, ith block of theith row of blocks. The sum of the ECM entries in tith
. . . . row (i.e.,RL[¢]) is actually the length in bits of the codes composing:the
until reaCh'ng theLEFT block, decode the DC Coefﬂc'ent’row. Each row is divided intaV sections. The DC map entfyC|[, k] gives
accumulate this value ontb, and skip the rest of the block. the actual DC value of the first block of theh section.
Decode the DC coefficient and accumulate this value dhto
Write D — Dy, as a JPEG DC value to the buffer. If th
original DC value ofblocK:, LEFT] usedt bits to be encoded,
write the nex{ ECM[¢, LEFT] —¢) bits and all the bits used for
the nextRIGHT-LEFT blocks to the buffer. SeD,.; as the
actual DC value of thé&RIGHT block. This value is found in
the same way, by accumulating the DC values (differences)
blocks in sectiorl onto DCJz, ] until reaching blockRIGHT.
If is notBOTTOMSsKip all blocks to the end of the row and
repeat the process for the next Let Xog0, X_g0, X180 b€ the image blockX rotated by
The final data in the buffer will correspond to the JPEQC°, —9(°, and 180 degrees, respectively. Also, &y
compressed data which would result from cropping the decognd Xuy be the blocks which are a vertical and horizontal
pressed image and recompressing it (respecting the minimurrors, respectively, oX. We denote byY gy, Y _g0, Yiso,
unit of 8 x 8-pixels block). Yvu and Yy the transformed coefficients &gy, X_og,
There are alternative methods to manipulate JPEG coiso, Xvam and Xy, respectively (i.eYoo = DsXooD3,
pressed data. In one extreme, we can use the tools provigéel). Also, let] be the 8x 8 reversing matrix defined as
by JPEG, which are the restart markers. These markers are 0 o0 1
uniquely identifiable and placed periodically in the bitstream 1 0
(period of an integer number of blocks). So, if one sets the J— .
restart marker td blocks, one can search the data looking
only for the restart markers (and counting them) in order to 1
advance the file pointer to an specific position in the image. On 0 - 0
the other hand, we can derive pointers to the compressed dgid etV = diag{1,—1,1,—1,1,—1,1,—1}. Then, one can
blocks (instead of the ECM) and do some tricks to keep tragkeck that the DCT matrix has the following property:
of the DC coefficients [4]. We believe the proposed method
might lie somewhere in between the two alternatives. Dg = VDsgJ (8)

| Blocks in Ist section (N=2) Blocks in 2nd section (N = 2)

Stis unclear if it is simpler than it is to decompress the image
and to apply a fast rotation in space domain. In any case,
we concentrate in the subset of mirroring, transposition, and
rotation by 90, —90°, and 180 and show how they can be
%st\sily implemented in the compressed domain.

A. Intrablock Operations

0
1

i.e., half of its rows are even-symmetric and half of them are

VI, ROTATION AND MIRRORING odd-symmetric. The following relations are also true:

Rotation and mirroring of documents are frequent operations Xgo =JIXT X g9 =XTJ Xygo =IXJ ©)
in the printing business. Simple operations such as rotation Xgm = XJ Xym =IX.
by 9¢° (and multiples of 90), transposition and mirroring are
usually done in the spatial domain. If the image is compresse
these operations would demand the decompression of
image for spatial rotation. Digital document processing would Yo, = VY?7 Y ¢0=Y?’V Yis0= VYV
greatly benefit from the gblllty to rotate and mirror com_pressed Yiuu =YV Yyy=VY (10)
images because of savings in storage and computation.

More general rotation and shearing are possible in théhich are simple relations to rotate and mirror the block in the
DCT domain [7]. In this case, the data blocks are no longBXCT domain. Remember thAY means to change the sign of
independent and that would force us to retransform the imagfee coefficients of every odd-numbered rowf while YV

Hence, putting all these results together we get, after some
gebraic manipulation, to
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Each operation is illustrated in Fig. 12. Note that all

. RLD NV Signchange . [ZIGZAG | RLC operations can be hardcoded avoiding the zigzag scanning
VLD - SCAN Transposition. —SCAN |+ VLC and its inverse. For example, sign inversion of @il for 4
SR odd (i.e., reversing the sign of every odd-numbered row) is
. Digonal Sign change Diagonal . equivalent to change the sign.of(n) forn € {2, 4, 7, 9, 11,
| decoding + Reversion. encoding 13, 16, 18,20, 22, 24,26, 29,31, 33, 35, 36,38, 40, 44, 46, 48,

Fig. 11. Flow graph for block mirroring and rotation. At the top is the basii;
algorithm requiring decoding and inverse zigzag prior to the operations

49,51,53, 55,57, 58, 60,62,63}. The same can be done for

reversing the signs of the odd-numbered columns.

changing sign and transposing. This algorithm makes it easier to apply existing

JPEG building blocks. At the bottom is the faster algorithm which decodgs
one diagonal of quantized coefficients at a time, performing reversal and sign

Interblock Operations

inversion. Assume an image is composed by scan lines and each
scan line is composed by several bit-strings of different sizes,
instead of fixed-bit-number pixels, i.e., an image made of
7 »‘% AlD _ Sinchange |, ¢, RC . Rotate variablejlengt_h pixels. Assume_ the file cqntaining the variable
VLD i odd | VLC 90 length pixels is stored sequentially. Rotation and mirroring are
a e - e possible if we know how many bits are spent to encode each
& R ? pixel (i.e., if we derive or pre store the ECM). Alternatively,
17} .. RLD .. Sign change - T s RLC . , Rotate . . .
W VD | odd VLG 290 we can also store the offset to reach the first bit of each pixel.
L . P In both cases we can always readily address individual pixels
S . - v 3 in the image.
< - \F/%tg . Slgi;mnge - \F}tg - » Rotate Let the images (composed by variable size pixels) before
o i ! 180 and after the rotation and mirroring be labeled “A” and “B,”
- respectively. To generate image “B” it will be necessary to
§ RO, Sgnhenge . ALC_ Vertical zddress nqnsequentlal posmons. inside image “A. Th|s can
= VLD iodd VLG Mirror e done with the aid of 32-b pointers and the map with the
: — number of bits spent to encode each pixel. Each pointer stores
o ‘ the number of bits to seek in image “A” in order to reach
AW 5 _ Sign change . RLC . _ Horizontal the first bit of the pixel to be placed in image “B”. Since we
L VLD j odd R Mirror know how many bits were used to encode each pixel we can
T ‘ easily move the pointer. pixels to the left or to the right.
Fig. 12. Flow graph for each operation of block mirroring and rotatibn. Therefore, we avoid having to recalculate offsets every time

means transposition. we want to address one single pixel and, at the same time, we

avoid storing a long offset pointer for every pixel in the image.

, The pointers are positioned in image “A” at the beginning of
means the same for the columnsBt These operations aréy,q rotation (mirroring) operation pointing to the first pixels

trivial and would spare us from having to perform an inversga; wiil be written in image “B.” As each pixel is written,

DCT to rotate the block in space domain. _ the pointers are changed to address the next block. Of course,
~The DC coefficient is not affected by these operations aggh jnitial position and movement of these pointers depend on

sign change is independent of the quantization. Thus, theggich of the five operations described here will be applied.

operations can be applied directly to the decoded coeﬁiciemaw, we replace the notion ofariable size pixeby block of
without involving DPCM and quantization. The resulting ﬂow‘compressed data

graph for rotation-mirroring of one block of compressed data

is shown on the top of Fig. 11. C
The sequence of VLD, inverse zig-zag scanning, rotation,

zig-zag scanning, plus VLC, can be further simplified. We can The rotation or mirroring are performed in the following

decode data relative to one diagonal (according to the zig-Z3§Ps.

path) of the block at a time. Having the coefficients of one « Read compressed data, decode and reencode each block.

diagonal in hands, we can change the necessary coefficient As the blocks are being decoded they are rotated (mir-

signs (according to which operation is desired), reverse the rored) using the fast method described.

short sequence of coefficients (if transposition is needed), an@d@ The DC, which is a difference between the actual DC and

encode the coefficients again (see Fig. 11). the DC of the previous block is replaced by the actual DC
As a remark, the operation in diagonal data can be tricky. before writing back each block. Skip this step for all but

The diagonals are not independent because of the counting the first block in a row in case of vertical mirroring.

of zero coefficients. When one reverses the coefficients in thee Store the length in bits of each block (ECM) in a separate

diagonal, the counting may change too. This can be resolved array.

by storing the run-of-zeros counting before opening one diag-+ Perform interblock rotation on the blocks already in-

onal, calculating the new counting after the data is reversed ternally rotated (mirrored) placing them in their final

and storing this number for the next diagonal operation. memory location. Write blocks in their definitive order:

Image Rotation and Mirroring
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from left to right and from top to bottom of the image afteare bright, thus forming a sparser distribution of bright pixels.
rotation (mirroring). The initial positioning and movemenContone regions contain midrange pixels with sparse bright
of pointers for the interblock rotation are gathered frorareas. The background is basically a dark (nonuniform) area.
the array with the length in bits for each block, whichA more sophisticated variation combines the ECM data with
was created in the previous step. the DC coefficients map. For example, background detection
« Rewrite the DC coefficient of the blocks (as the differencs easily made by selecting blocks with low ECM and large
between the actual DC of a block and that of a previol3C magnitude.
one) as the blocks are written. Skip this step for all but A more complete discussion of ECM-based segmentation
the first block in a row in case of vertical mirroring.  technique can be found in [20]. A segmentation algorithm has

The intermediate buffer is stored compressed. The procé@stake into account classes of images (and their statistics)
is composed by simple pointer operations and fast intrablogk Well as the quantizer table used, since both will alter

rotation. Therefore, this method largely saves storage aft¢ appearance of the ECM data and affect the output. We
computation. refrain from getting into such an extensive discussion here by

just presenting an outline of a simple segmentation algorithm
VIl. SEGMENTATION starting with the images shown in Figs. 9 and 7. We intend
We address the segmentation of an image into specific - illustrate the main concepts. An example of a simple
gions such as those containing halftones, text, continuous-tdi@adaptive segmentation algorithm based on pixel oriented
pictures, etc., without decompressing and buffering the whdderations is now presented.
image. The idea is to browse the compressed data to extract thé order to detect halftone one might look for large con-
necessary information in order to perform the segmentatigigntrations of very bright pixels in the ECM. In this case,
Applications include: selective postprocessing, rendering hinfgl example, we can filter the ECM and threshold the output.
and recompression. In selective postprocessing, one can fiftéf @ 3 x 3 averaging filter and threshold of 100 we get an
background, use antiblocking filtering in contone images affitial binary mask to work. We have to separate halftones
antiringing filtering near text and halftone edges. Renderifgpm the text letter edges. The difference resides on the fact
hints are common practice in the printing business, since tékgt halftones and tints are large and dense patches in the mask,
and graphics are rendered differently than contone imag@dlile letters and graphics are separated by background. So,
Recompression will be discussed later on. we can process the mask with binary morphological operators
Various segmentation and classification approaches hd%él. First, we close the small gaps there might be in the
been investigated and most of them are based on examiningfiaétone patches using a small structuring element (e.g.5h
decompressed image and perhaps extracting high-frequeh®js also fuses the text. We now apply one of our assumptions:
information (edges) to localize letters, graphics, etc. Examplé halftone patches are much larger than text letters. For 12-
are [14]-[19]: 1) decompressing the image and applyifint letters, text can be eliminated by an erosive operation,
segmentation in space domain, 2) Segmenting the DC map'\l\g’)"e the tint and halftone areas are jUSt reduced. Therefore,
using the AC energy (sum of the square or of the absolué& can directly apply a 5 5 element in an opening operation
values of the AC coefficients in a block) map. The firsterosion followed by dilation). Finally, we dilate the image a
implies full JPEG decompression, high computation and lardjiile only to provide safety margins as well as more uniform
storage space. Also, blurring, ringing, and blocking artifacRpundary regions. The resulting mask is shown in Fig. 13(a),
can Comp”cate the Segmentation_ The DC Component a|dﬁb|Ch indicates the areas of possible halftones and tints.
implies a large loss in resolution within a simple framework. Background can be efficiently detected by combining the
The AC energy is more complex but captures intrablodkCM with the DC imagé.Bright DC pixels whose ECM value
activity information. We do not address any of these bif low are often part of the background. We detect background
introduce a new method combining the information regardirfdy filtering the ECM and the DC image before comparing
high-frequency contents of the AC energy method with tHﬁée results to thresholds. Using ax33 averaging filter, the
simplicity of the DC map method. resulting mask shown in Fig. 13(b) indicates blocks whose
We use the ECM for segmentation because it is simple figered DC value is brighter than 220 and filtered ECM value
compute, results in a reduced image, and captures intrablégkoelow 60.
activity. The only JPEG stage necessary is the VLD, which We now delete the background and halftone areas from the
does not even need to be fully implemented. If the ECM R¥iginal ECM and construct a mask with the remaining
sent as side-information, no Computation is necessary. Se\/@r@ﬂl’ies. The task is reduced to the separation of contone regions
different blocks may generate the same ECM entry and tfiém text and graphics. Again, we assume contone regions
pure histogram ana|ysis of the ECM may not suffice fagrreé much Iarger than the letter dimensions, i.e., contone is a
any robust segmentation algorithm. Regions with very denkgge dense patch while the text is not. Hence, we perform
concentration of bright pixels in the ECM may indicate &n opening operation with a large>9 9 structuring element,
halftone, while text letters may have its borders delimited Hgllowed by some dilation in order to provide a safety margin
bright ECM pixels, etc. The ECM corresponding to our tegs Well as uniform boundaries. The resulting mask is shown
image is shown in Fig. 9, where entries were converted to pixél Fig. 13(c).
brightness. Halftones and tint areas are characterized by large
concentration of bright pixels. Edge of letters in text areas®DC values are scaled (divided by eight) to fit in the range 0-255.
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@) (b)

() (d)

Fig. 13. Segmentation masks. (a) Halftone. (b) Background. (c) Contone. (d) Text and graphics.

We delete the contone regions from maSkand the re- A. Requantization
maining mask is the mask for text and graphics which can belf each block is decompressed and recompressed, the quan-

optionally dilated a little for safety and to yield more uniforn’tized coefficientsc;; are scaled by the respective quantizer

boundaries. The resulting mask indicating the regions of te . :
and graphics is shown ign Fig. 13(d) Fu?ther de%ails in th;gsi%p (95 = cijai; = roundyi; /gi;)a;;)- Inverse DCT is not
; . ' ' necessary because the reconstructed block will be transformed
algorithm are found in [20]. . ;
again anyway. Let the new quantizer stepgpbe Hence, the
reconstructed coefficients ang; = roundc;;g;;/pi;)pi;. This

VIIl. RECOMPRESSION might cause some problems sfis not a multiple ofq. For

In some cases, the document may undergo a light cof@mple, letgi; = 2, pi; = 3, andy;; = 4.9. So,¢;; = 2
pression where it suffers virtually invisible distortion. Fondy:; — %i; = 0.9. If we have used a larger quantizer step
storage for longer periods, one may find it suitable to furth€HCh asg;; = 3, the quantizer error would be 1.1, instead.
compress the document using JPEG. Given that the documidgvever, if we requantize the coefficients using = 3, then
has already been compressed we address the recompression;of 3 and the accumulated error is 1.9, which is larger than
an image without fully decompressing it. For this we can applysing ¢;; = 3. This is just a reminder that rounding errors
several methods and we discuss 1) simple requantizationnaly accumulate. There is not much that can be done in this
the DCT coefficients, 2) thresholding [23], and 3) backgrourgense, except to better estimate the reconstructed coefficient.
replacement. We attempt to do so by assuming that for input signals with
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typical image statistics, the DCT coefficients are reasonatidlock basi$ thresholding arises as a technique to examine
modeled by a Laplacian probability density function (pdf) [2]each quantized coefficient and to decide if it is worthwhile

as (in a rate-distortion sense) to keep this coefficient or not.
a If it is decided to throw away the coefficient, it is set to
flz) = 587‘”' (11) zero (thresholded). The thresholding procedure can provide

adaptation in a block basis, can improve signal-to-noise ratios
which is a zero-mean pdf with variange?. If the Laplacian- (SNR’s) by 1 dB [23] and is perfectly compatible with JPEG
modeled variable is quantized using uniform step sizes, thecause the decoder does not know the thresholded coefficient
only information available to the receiver is that the originatver existed. The reader is referred to [23] for in-depth analysis
coefficient was in the intervay — ¢ < y;; < v+ t, where of the method and its complete description. Also, in [24] it is

v = cijq; andt = ¢;;/2. The trivial solution suggested in combined with quantizer and VLC optimization for maximum
JPEG [1] is to reconstruct the coefficient in the center of thEPEG performance that rivals much more sophisticated coders.
interval asg;; = , which simplifies implementation. We canWe present here a simplification of the method in [23] for
assume positive values without loss of generality. The optingfteed purposes. If compression speed is not a concern, we
reconstruction lies in the centroid of the pdf for the intervaitrongly recommend implementing the method described in

[22], i.e. [23] and [24].
In the simplified approach, we look at each and every
, fj_tt Af(A) dA 1 nonzero quantized coefficient in a block. For a nonzero co-

=7+ —tcothat).  (12) efficient 22(n), assume the next nonzero coefficient in the
vector order iszz(l) at index!. For simplicity let! —n < 16,
to avoid ZRL symbols. Letz(n) have RRRR zeros before

Note that it means a constant bias toward origies v—+' = . . a

t cothat) — L. For different coefficients (different step sized! @nd category SS§Swhile 2z(1) hasRRRR, =1 —n — 1
. a zeros before it and category SSSS

and variances) we have

* The cost of sendingz(n) is: b; b to encode RRRR
. 1 SSSS, plus SSSgEb (offset and sign—see Section I1).
bij = @ij COM(vijais /2) = oy (13) » The cost of sending:z(I) is: b2 b to encode RRRR
SSSS, plus SSS$ b.
Given the coefficient variance@;;), we can estimate the » If zz(n) is set to zero, the cost of sending(!) is the
parameters asy;; = V2/aij. The variances can be easily  cost of sending a number with category S$®8t with
calculated for a given image model [2] or can be estimated RRRR;+RRRR>+ 1 zero samples in front of ithg b),
from one or several images. Therefore, we can precalculate plus SSS$b for offset and signbs includes the possible

DT oy

ij

all é;; and subtract the coefficients magnitude &y as cost of sending ZRL symbols.
. ) Focusing orez(n), the costR(n) of keeping the coefficient
Uij = cij qij — Siglci;]6;; (14)  (not thresholding) is the cost of sending(n) andzz(I) minus

) ) ) the cost of sending=(I) if zz(n) = 0. R(n | zz(n) # 0) =
where sigf] = 0. For example, computing the varianceg, 5, — 5, + SSSS;. The benefit of not thresholding:(n) is
directly from the test image in Fig. 5, and applying the defaulf gecrease in reconstruction distortion. Assuming a weighted
luminance quantizer table we get tiig; table (rounded t0 mean-square-error measure, and using the decompressed im-
integer) as age without thresholding as a reference, this distortion is

. w(n)|zz(n)g(n)|? since the DCT is orthogonal, whergn)
0O 0 O 1 6 10 16 25 . .
0 0 1 1 10 14 24 11 are th(_aqij gcanneq |r_1to zigzag form. The COST/BENEFIT
0 0 1 3 18 20 27 24 (rate/distortion) ratio is
1 1 3 4 24 33 34 27 by + by — by + SSSS;
4 7 16 27 33 54 51 38 v(n) = S S EEIE (15)
3 7 18 22 40 45 53 43
1124 32 38 51 57 57 49 v(n) is compared to a threshold and we setzz(n) = 0
. If the run of zeros amounts to more than 16, one has to
B. Thresholding include the cost of ZRL in the above discussion, which is a

Thresholding is a technique intended to provide spatiiivial task. This simplified technique by itself can improve
adaptivity to the quantization in JPEG [23], [24]. JPEG iSNR in single compression by a proper choicerof For
called an adaptive coder because it fixes the quantizer stépgompression, it is preferable to combine thresholding with
in such a way that different coefficients demand different bitequantization.
rates. However, the quantization process is static because the
h f h . distorti . I dt I alternative quantizer table scaling factor for each block, in order to allow
t .ere ore, the same maximum ais O!’ on 1s a owed tocg MPEG compatibility. However, all step sizes are scaled by the same amount
Since we cannot change the quantizer entries on a block [bs).
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Fig. 14. Stitching problems at background boundaries. The reconstructed images are processdiltdrythat is tuned to process pixels above a luminance
threshold close to the background region. Top: parts of the reconstructed image. Bottom: same as above after processing.

C. Background Removal tables, this sequence is 001 010. The average value of the first

Another approach for recompression is to eliminate reduBlOck in the run can be: the block's own DC value, average
dant information in the document image. For example, ttff DC values of background blocks, or a predefined value.
background (paper) is not as smooth as one might expect andysing our test image, by substituting the background blocks
is composed by bright ECM pixels distributed among darmy flat patches of brightness 235 (value found in average for
ones. Thus, several blocks spend an excessive number of BIf particular scanner settings and paper used), we increased
to encode the background. the compression ratio from 10.68 to 13.86. In other words,

If we use the background detection method previousRy eliminating the background texture information we shrunk
described, we can modify the compressed data to cont#t@ compressed file by almost a quarter (about 23%). In
smooth flat blocks on the background, hence, spending fevagly case, it is likely there will bstitching problems, which
bits. In a horizontal run of consecutive background blocksre discontinuity artifacts present at the borders between two
the first block is assigned to an average value. The differerdifferent regions that were put together artificially. In our case,
between this value and the DC of the block right before thbis happens between the original and the artificial background
run is encoded, followed by an EOB. After that, all blocksegions, since the original background data is present around
are encoded using a precomputed symbol meaning “null Bther objects such as text, images, etc. Fig. 14 shows two
difference” followed by EOB. Using default luminance VLCsegments of the test image after replacing the background
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by constant data. To clean the respective images, we used
a o-filter in the regions surrounding the detected backgroun%]
region. A o-filter is an average window which just includes
neighbor samples that are withitto gray levels from the
center-pixel level. Furthermore, the filter is just turned on if
the center pixel is brighter than a predefined threshold, ang
is located close to the background regions. In the example
shown in Fig. 145 = 32, the neighborhood is % 5, and the
threshold was set to 200.

(6]

El

IX. CONCLUSION [10]

We presented techniques for processing compressed im-
ages. We used simple algorithms for scaling, previewingl]
cropping, rotating, mirroring, segmenting, and recompressir[lﬁ]
compressed images. Just algorithms which can lead to sub-
stantive reductions in memory requirements and complexit}/
were presented. (13]

We tried to avoid discussing obvious processing deriveg4]
from the fact that DCT is a linear transform. For example, it is
obvious that the DCT of a linear combination of input blockg;s;
will result in the same linear combination of the respective
transformed blocks. That account for fading, mixing, etc. Alséte!
it is simple to control image brightness by modifying the DG17]
coefficient. However, this method may fail for sharp edges.
Too see this, imagine that a flat block and a sharp edge
have the same DC coefficient. If the change in brightness is
not linear, dark and bright pixels should change differently1°l
and that will not happen if one only operates on the DC. Ipg
other words, brightness modifications may work for smooth
blocks, but can fail otherwise and create jagged edges. In a9
case, these cases were covered elsewhere.

The goal is to save computation, therefore, to reduce cotal
and increase speed, while reducing buffer (memory) costs. T, 8
main savings come from the fact that one might be able to
use a small buffer to keep the image in compressed formﬁzt.
Furthermore, the DCT is a relatively expensive process, a é]
by cutting JPEG basic steps we are also able to cut processing
time. It is evident that processing compressed data m
be a key to digital document processing, facilitating th?é]
manipulation and processing of high-resolution images at a
reasonable cost. The suite of available algorithms continuously
grows. Operations such as halftoning, color correction, etc.,
will be presented in a future opportunity.
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