SUPER-RESOLUTION OF VIDEO USING KEY FRAMES AND MOTION ESTIMATION

Fernanda Brandi¹, Ricardo de Queiroz¹ and Debargha Mukherjee²

¹Departamento de Engenharia Elétrica
Universidade de Brasília
Brasília, Brazil
fernanda.queiroz@image.unb.br

²Hewlett Packard Laboratories
Palo Alto, CA, USA
debargha.mukherjee@hp.com

ABSTRACT

Many scalable video coding systems use frame down-sampling in order to reduce complexity and to enable enhancement layers. Super-resolution (SR) can be used to help the up-sampling and recovering processes of those frames. We are interested in reversed-complexity (distributed) coding methods, wherein few key frames are encoded at normal resolution, while the rest are down-sampled and encoded at reduced resolution along with the enhancement layers. We are only interested on the decoder side, wherein we carry motion estimation of the down-sampled frames using the key frames as references. When a match is made, the high-frequency components of the key frames (KF) are used to super-resolve the non-key frames (NKF). The motion estimation process is performed using blocks of band-pass versions of the frames, rather than low-pass ones. Results indicate the improved performance of the proposed super-resolution algorithm.
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1. INTRODUCTION

Video compression usually involves quantization parameters to control the balance between image quality and bit rate. Further control can be achieved if one down-samples some frames of a video sequence at the encoder to achieve higher compression rates (see Fig. 1). Such multiple resolution approaches are being used in many scalable video schemes [1],[2]. Two main advantages of proceeding in this way are the reduction of both complexity at the encoder and the information to be compressed. The collateral effect is a decrease in image quality since information is lost in the quantization and sub-sampling processes.

The sub-sampled frames have to be up-sampled at the decoder so they can achieve full resolution. However, since some frame information is discarded at the encoder, there are losses after interpolation. We use super-resolution methods for increasing the reconstructed image quality.

Figure 1. Illustration of key frames in scalable video with spatial down-sampling. Key frames are at full resolution and non-key frames are at a reduced resolution.

Depending on the encoding scheme or limitations, a distinct super-resolution technique can be used. In distributed video coding (DVC) [3] certain frameworks use low resolution coding for complexity reduction at the encoder side [4],[5]. For the case of reversed-complexity video coding, the usual approaches based on Bayesian frameworks [6],[7] may not be suitable because the complexity, in this method, is concentrated at the encoder. As an alternative, a super-resolution technique that works at the decoder side is preferred.

In this paper, a new method of super-resolution for a reversed-complexity video coding schemes is presented. Our method does not need any training, databases [8],[9], nor assumes probability distributions. Super-resolution using KF takes advantage of the fact that one might have enough information to recover NKF (encoded at low resolution) with the aid of few KF (encoded at full resolution), since they are largely correlated. In this way, the method reduces complexity at the encoder, increases compression rates, and improves the quality of decoded frames.

2. PROPOSED SUPER RESOLUTION METHOD

The framework can be summarized in Fig. 2. At the encoder side (Fig. 2a), some frames are transmitted at full resolution (KF) and others are sub-sampled before encoding (NKF). At the decoder side, the NKF are up-sampled to full resolution and super-resolved with the aid of the KF.
The super-resolution method presented here was inspired by [9],[10]. The sub-sampling by up-sampling process tends to preserve the low-frequency but reduces the high-frequency energy of the image. With that in mind, a super-resolution method is proposed to help recovering only the high-frequency loss since the low-frequency is still there and should not be discarded or replaced.

As in Fig. 3, we can separate a frame into two distinct frequency bands: low- and high-frequency. The low-frequency band is found by the down- and up-sampling processes to which a frame is subject. The high-frequency band is the complement of the frequency response of this low-pass filter. At the decoder side, the high-frequency of the NKF is unknown. We need to estimate it and add it to the low frequency band in order to recover the frame.

The KF have all the low- and high-frequency bands, while the NKF have just the low-frequency band. Our SR method proposes to take advantage of the high-frequency present in the KF to recover the NKF missing high-frequency band (Fig. 4). The proposed method uses motion estimation to find the best-match between a block from the NKF and the KF. When the best-match is found, we add the high-frequency of the KF block into the NKF block yielding a super-resolved version of this last one.

At the decoder side (Fig. 2b), we interpolate the NKF. We also sub- and up-sample the KFs to simulate the losses suffered by the NKF (indicated in Fig. 4 as a “low-pass” filter). To perform the motion estimation, instead of operating on the low-pass versions of the KF and NKF, we do high-pass the low-pass version and then search for matches. In effect, this band-pass information better predicts the high-frequency bands (like cross-scale prediction in wavelet compression [11],[12]). When a best-match is found, the original key block high-frequency component is added to the non-key block (see Fig. 4).

Thus, the NKF would be super-resolved (Fig. 5c) by integrating the matching KF high-frequency band (Fig. 5b) to the interpolated frame (Fig. 5a). Ideally, the high-frequency added into the NKF would be the complement of the low-frequency part (Fig. 3). However, since usually the best-match is not perfect, adding the complement of the low-frequency would certainly add noise to the NKF. Hence, instead of adding all the information, the high-frequency added is the result of the convolution of the original KF with a simple high-pass kernel (which is somehow a ponderation...
of the complement). The best filter in this case is still under investigation.

3. EXPERIMENTAL RESULTS

To evaluate the proposed method we ran two sets of tests. First we applied our method to CIF video sequences, reducing the non-key frames to QCIF (using bilinear filters). We did use H.264 intra coding with quantization parameter (QP) set to 28 to encode every frame (both full and reduced resolution). We also tested various block sizes (16x16, 8x8 and 4x4) and different densities of uniformly spaced KF (1/30, 1/10, 1/5 and 1/2, which is the proportion of KF to the total number of frames). Motion estimation was carried using bi-prediction with full search on a limited 32x32-pixel window. In order to estimate the best-matches we search within filtered blocks (see Fig. 4). We use the sum of squared differences (SSD) as best-match criterion. In Figs. 6 and 7 the results of super-resolving both bilinear and bicubic interpolated frames are presented.
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**Figure 6.** Super-resolution results for (a) Foreman, (b) Mobile.
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**Figure 7.** Super-resolution results for (a) Costguard and (b) Mother and Daughter.

In a second test (see Fig. 8) we varied the QP at the encoder and fixed the density of key frames at 0.5, i.e. every other frame is a KF. We tested different block sizes and interpolation methods for sequence “Foreman”.

A subjective comparison can be made with processed frames of the “Costguard” and “Mobile” sequences. Enlarged portions of those sequences are presented in Fig. 9. In those tests, it was used a 1:1 proportion of KF to NKF, and frames were encoded using H.264 intra coding with QP set to 28.

Have in mind that our system is not supposed to stand on its own as a coding mechanism. The super-resolved images are subject to enhancement layers. Those layers and the overall encoding are not the focus of this paper.
4. CONCLUSIONS

Our SR scheme does not need any training, databases nor assumes probability distributions. It is meant to super-resolve frames on DVC systems with multiple resolution frames since our SR method explores the correlation between key frames and non-key frames.

We could observe improvements of the super-resolved frames over interpolated ones showing that our SR method could be used in reversed-complexity video coders wherein there are higher resolution frames among lower resolution ones. The method is robust enough to improve even strongly degraded (quantized) frames or to work well even with few key frames. Future research will be directed at adaptively choosing the best block size and to optimize the high-pass filter applied prior to motion estimation.
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